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1. INTRODUCTION:  
The concept of Intuitionistic Fuzzy Set(IFS) as a generalization of fuzzy set was introduced by K.T.Atanassov. 

He included a new component in the definition of fuzzy set which determines the degree of non-membership. IFS give 

a degree of membership, a degree of non-membership which are more-or-less independent from each other, the only 

requirement is that the sum of these two degrees is not greater than one and the degree of hesitation called 

indeterminancy (and is defined as one minus the sum of membership and non-membership degree respectively). 

K.T.Atanassov[1] introduced the concepts of intuitionistic fuzzy relation and intuitionistic fuzzy graphs using five types 

of Cartesian products. R.Parvathi and M.G.Karunambigai[9] defined  intuitionistic fuzzy graph. A.NagoorGani and 

S.ShajithaBegum[6] defined order, degree and size in intuitionistic fuzzy graph. R.Parvathi and G.Tamizhendhi[11] 

introduced the concept of domination in intuitionistic fuzzy graph. R.Jahir Hussain and S.Yahaya Mohamed[5] gave the 

definition of complimentary nil domination in intuitionistic fuzzy graph. A.NagoorGani and S.Anupriya[7,8] introduced 

the concept of non-split domination and split domination in intuitionistic fuzzy graph. 

 

2. PRELIMINARIES: 

In this section, some basic definitions relating to IFGs are given. Also the definition of domination number, 

non-split domination number, split domination number and complementary nil domination number in IFG are discussed. 

Definition 2.1. An Intuitionistic Fuzzy Graph (𝐼𝐹𝐺) is of the form  𝐺 = (𝑉, 𝐸), where (i) 𝑉 = {𝑣1 , 𝑣2 , . . . , 𝑣𝑛 } such 

that 𝜇1: 𝑉 → [0, 1] and 𝛾1: 𝑉 → [0, 1] denote the      degree of membership and non - membership of the element 𝑣𝑖 ∈  𝑉 

respectively and 0 ≤ 𝜇1(𝑣𝑖) + 𝛾1(𝑣𝑖) ≤  1, for every 𝑣𝑖 ∈  𝑉 , 𝑖 =  1, 2, . . . , 𝑛. 

(ii) 𝐸 ⊂  𝑉 ×  𝑉 where  𝜇2: 𝑉 ×  𝑉 → [0, 1] and 𝛾2: 𝑉 ×  𝑉 → [0, 1] are such that 𝜇2(𝑣𝑖 , 𝑣𝑗) ≤ 𝑚𝑖𝑛[𝜇1(𝑣𝑖 ), 𝜇1(𝑣𝑗 )], 

 𝛾2(𝑣𝑖 , 𝑣𝑗  )  ≤  𝑚𝑎𝑥[𝛾1(𝑣𝑖 ), 𝛾1(𝑣𝑗 )] and   0 ≤ 𝜇2(𝑣𝑖 , 𝑣𝑗) +  𝛾2(𝑣𝑖 , 𝑣𝑗 ) ≤   1 for every  (𝑣𝑖  , 𝑣𝑗 ) ∈ 𝐸. 

Definition 2.2. An 𝐼𝐹𝐺  𝐻 = (𝑉 ′ , 𝐸′ ) is said to be an IF subgraph (𝐼𝐹𝑆𝐺) of    𝐺 =  (𝑉, 𝐸) if 𝑉 ′ ⊆  𝑉 and 𝐸′ ⊆  𝐸. That 

is, 𝜇1𝑖
′ ≤ 𝜇1𝑖 ;  𝛾1𝑖

′ ≥  𝛾1𝑖 and  𝜇2𝑖
′ ≤ 𝜇2𝑖 ;  𝛾2𝑖

′ ≥  𝛾2𝑖, for every 𝑖, 𝑗 =  1, 2, . . . , 𝑛.  
Definition 2.3. Let 𝐺 = (𝑉, 𝐸)  be an  𝐼𝐹𝐺 . Then the cardinality of 𝐺  is defined to be                    |𝐺| =

|∑
1+𝜇1(𝑣𝑖)−𝛾1(𝑣𝑖)

2𝑣𝑖∈ 𝑉 + ∑
1+𝜇2(𝑣𝑖 ,𝑣𝑗)− 𝛾2(𝑣𝑖 ,𝑣𝑗 )

2(𝑣𝑖 ,𝑣𝑗 )∈𝐸 |  

Definition 2.4. Let 𝐺 = (𝑉, 𝐸) be an  𝐼𝐹𝐺, then the vertex cardinality of  𝑉 is defined by 

  |𝑉| = |∑
1+𝜇1(𝑣𝑖)−𝛾1(𝑣𝑖)

2𝑣𝑖∈ 𝑉 | for all 𝑣𝑖 ∈  𝑉.  

Definition 2.5. Let 𝐺 = (𝑉, 𝐸)  be an 𝐼𝐹𝐺  , then the edge cardinality of 𝐸  is defined by                 |𝐸| =

|∑
1+𝜇2(𝑣𝑖 ,𝑣𝑗)− 𝛾2(𝑣𝑖 ,𝑣𝑗 )

2(𝑣𝑖 ,𝑣𝑗 )∈𝐸 | for all  (𝑣𝑖  , 𝑣𝑗 ) ∈ 𝐸.  
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Definition 2.6. The number of vertices (the cardinality of  𝑉 ) is called the order of an IFG,            𝐺 = (𝑉, 𝐸) and is 

denoted by 𝑂(𝐺)  =  |∑
1+𝜇1(𝑣𝑖)−𝛾1(𝑣𝑖)

2𝑣𝑖∈ 𝑉 |  for all   𝑣𝑖 ∈  𝑉. 

Definition 2.7. The number of edges (the cardinality of  𝐸 ) is called the size of an 𝐼𝐹𝐺,                   𝐺 = (𝑉, 𝐸) and is 

denoted by 𝑆(𝐺)  = |∑
1+𝜇2(𝑣𝑖 ,𝑣𝑗)− 𝛾2(𝑣𝑖 ,𝑣𝑗 )

2(𝑣𝑖 ,𝑣𝑗 )∈𝐸 | for all  (𝑣𝑖 , 𝑣𝑗  ) ∈ 𝐸.  

Definition 2.8. The degree of a vertex 𝑣 in an  𝐼𝐹𝐺, 𝐺 =  (𝑉, 𝐸) is defined to be sum of the weights of the strong edges 

incident at 𝑣. It is denoted by 𝑑𝐺(𝑣). 

The minimum degree of 𝐺 is 𝛿(𝐺) = 𝑚𝑖𝑛{ 𝑑𝐺(𝑣) | 𝑣 ∈  𝑉 }. 

The maximum degree of 𝐺 is ∆(𝐺) = 𝑚𝑎𝑥{ 𝑑𝐺(𝑣) | 𝑣 ∈  𝑉 }. 

Definition 2.9. Two vertices 𝑣𝑖 and 𝑣𝑗 are said to be neighbors in  𝐼𝐹𝐺, if either one of the following conditions hold (i) 

𝜇2(𝑣𝑖 , 𝑣𝑗) > 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) >  0 (or)  (ii) 𝜇2(𝑣𝑖 , 𝑣𝑗) = 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) > 0 (or) 

(iii) 𝜇2(𝑣𝑖  , 𝑣𝑗) > 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) =  0,      𝑣𝑖  , 𝑣𝑗 ∈  𝑉 .  

Definition 2.10. A path in an 𝐼𝐹𝐺 is a sequence of distinct vertices 𝑣1 , 𝑣2, … , 𝑣𝑛  such that either one of the following 

conditions is satisfied: 

(i) 𝜇2(𝑣𝑖  , 𝑣𝑗) > 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) > 0, for some 𝑖 and 𝑗 (or) (ii) 𝜇2(𝑣𝑖 , 𝑣𝑗) = 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) > 0, for some 𝑖 and 𝑗 (or) (iii) 

𝜇2(𝑣𝑖 , 𝑣𝑗) > 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) = 0, for some 𝑖 and 𝑗. 

The length of the path 𝑃 = 𝑣1𝑣2 … 𝑣𝑛+1 is 𝑛. 

Definition 2.11. If 𝑣𝑖  , 𝑣𝑗 are vertices in 𝐺 = (𝑉, 𝐸) and if they are connected by means of a path then the strength of 

that path is defined as (𝑚𝑖𝑛 𝜇2𝑖𝑗 , 𝑚𝑎𝑥 𝛾2𝑖𝑗 ) for all  𝑖, 𝑗  where 𝑚𝑖𝑛 𝜇2𝑖𝑗  is the μ−strength of the weakest arc and  

𝑚𝑎𝑥 𝛾2𝑖𝑗 is the 𝛾− strength of the strongest arc. 

Definition 2.12. If  𝑣𝑖  , 𝑣𝑗 ∈  𝑉 ⊆  𝐺 , the μ− strength of connectedness between  𝑣𝑖  and 𝑣𝑗  is 𝜇2
∞(𝑣𝑖 , 𝑣𝑗 )  =

 𝑠𝑢𝑝{𝜇2
𝑘  (𝑣𝑖 , 𝑣𝑗) | 𝑘 =  1, 2, . . . , 𝑛} and 𝛾-strength of connectedness between 𝑣𝑖   and 𝑣𝑗 is 𝛾2

∞(𝑣𝑖 , 𝑣𝑗) = inf{𝛾2
𝑘(𝑣𝑖 , 𝑣𝑗) 

such that 𝑘 =  1, 2, . . . , 𝑛} . If  𝑢, 𝑣  are connected by means of paths of length 𝑘  then 𝜇2
𝑘(𝑢, 𝑣)  is defined 

assup{𝜇2 (𝑢, 𝑣1 )  ∧  𝜇2(𝑣1 , 𝑣2 )  ∧  𝜇2(𝑣2 , 𝑣3 ) . . .∧ 𝜇2(𝑣𝑘−1 , 𝑣) such that (𝑢, 𝑣1 , 𝑣2 . . . 𝑣𝑘−1 , 𝑣 ∈  𝑉 )}  and  𝛾2
𝑘(𝑢, 𝑣) 

is defined as  𝑖𝑛𝑓 {𝛾2 (𝑢, 𝑣1 )  ∧  𝛾2(𝑣1 , 𝑣2 )  ∧  𝛾2(𝑣2 , 𝑣3 ) . . .∧ 𝛾2(𝑣𝑘−1 , 𝑣) such that  (𝑢, 𝑣1 , 𝑣2 . . . 𝑣𝑘−1 , 𝑣 ∈  𝑉 )} 

Definition 2.13. An   𝐼𝐹𝐺 , 𝐺 = (𝑉, 𝐸)  is said to be complete IFG, if       𝜇2𝑖𝑗 =  𝑚𝑖𝑛(𝜇1𝑖 , 𝜇1𝑗 ) and  𝛾2𝑖𝑗 =

 𝑚𝑎𝑥(𝛾1𝑖 , 𝛾1𝑗 ) for every 𝑣𝑖  , 𝑣𝑗 ∈  𝑉. 

Definition 2.14.The complement of an 𝐼𝐹𝐺, 𝐺 = (𝑉, 𝐸) is an 𝐼𝐹𝐺 �̅� = (�̅�, �̅�) where 

(i)   �̅� = 𝑉 

(ii)  𝜇1𝑖̅̅ ̅̅ = 𝜇1𝑖  and  𝛾1𝑖̅̅ ̅̅ = 𝛾1𝑖 for all 𝑖 = 1,2, . . . , 𝑛. 

(iii) 𝜇2𝑖𝑗̅̅ ̅̅ ̅ =  𝑚𝑖𝑛(𝜇1𝑖 , 𝜇1𝑗 ) − 𝜇2𝑖𝑗 and  𝛾2𝑖𝑗̅̅ ̅̅ ̅ =  𝑚𝑎𝑥(𝛾1𝑖 , 𝛾1𝑗 ) − 𝛾2𝑖𝑗 for all  𝑖, 𝑗 = 1,2, . . . , 𝑛. 

Definition 2.15.  An  𝐼𝐹𝐺, 𝐺 = (𝑉, 𝐸) is said to bipartite, if the vertex set 𝑉 can be partitioned into two non empty sets 

𝑉1 and 𝑉2 such that 

(i) 𝜇2(𝑣𝑖  , 𝑣𝑗)  =  0 and 𝛾2(𝑣𝑖 , 𝑣𝑗)  =  0, if 𝑣𝑖 , 𝑣𝑗 ∈  𝑉1 or 𝑣𝑖 , 𝑣𝑗 ∈  𝑉2 , 

(ii) 𝜇2(𝑣𝑖 , 𝑣𝑗) > 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) > 0, if 𝑣𝑖 ∈ 𝑉1 and 𝑣𝑗 ∈ 𝑉2 for some 𝑖 and  𝑗 ( or) 

      𝜇2(𝑣𝑖 , 𝑣𝑗) = 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) > 0, if 𝑣𝑖 ∈  𝑉1 and 𝑣𝑗 ∈ 𝑉2 for some 𝑖 and 𝑗 ( or) 

      𝜇2(𝑣𝑖 , 𝑣𝑗) > 0, 𝛾2(𝑣𝑖 , 𝑣𝑗) = 0, if 𝑣𝑖 ∈  𝑉1 and 𝑣𝑗 ∈ 𝑉2 for some 𝑖 and 𝑗. 

Definition 2.16. A bipartite 𝐼𝐹𝐺, 𝐺 =  (𝑉, 𝐸) is said to be complete, if                                   𝜇2(𝑣𝑖 , 𝑣𝑗) =

𝑚𝑖𝑛(𝜇1(𝑣𝑖 ), 𝜇1(𝑣𝑗 )) and 𝛾2(𝑣𝑖 , 𝑣𝑗 )  =  𝑚𝑎𝑥(𝛾1(𝑣𝑖 ), 𝛾1(𝑣𝑗 )) for all 𝑣𝑖  ∈ 𝑉1 and 𝑣𝑗 ∈ 𝑉2 . It is denoted by 𝐾𝑉1,𝑉2
. 

Definition 2.17. A vertex 𝑢 ∈  𝑉 of an 𝐼𝐹𝐺  𝐺 =  (𝑉, 𝐸) is said to be an isolated vertex if  

𝜇2(𝑢, 𝑣)  =  0 and  𝛾2(𝑢, 𝑣)  =  0 for all 𝑢, 𝑣 ∈  𝑉. 

Definition 2.18. An arc (𝑢, 𝑣) is said to be a strong arc, if 𝜇2(𝑢, 𝑣)  ≥  𝜇2
∞(𝑢, 𝑣) and             𝛾2(𝑢, 𝑣)  ≥ 𝛾2

∞(𝑢, 𝑣). 

Definition 2.19.Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 and let 𝑢, 𝑣 ∈ 𝑉 , we say that 𝑢 dominates 𝑣 in 𝐺 if there exists a strong arc 

between them. 

Note: An isolated vertex does not dominate any other vertex. 

Definition 2.20. A subset 𝑆 of 𝑉 is called a dominating set in 𝐼𝐹𝐺, if for every  𝑣 ∈  𝑉 − 𝑆, there exists 𝑢 ∈  𝑆 such 

that 𝑢 dominates 𝑣. 

Definition 2.21. A dominating set 𝑆 of an  𝐼𝐹𝐺  is said to be minimal dominating set, if  no proper subset of 𝑆 is a 

dominating set.  

Definition 2.22. Minimum cardinality among all minimal dominating set is called lower domination number of 𝐺 and 

is denoted by 𝑑(𝐺). Maximum cardinality among all minimal dominating set is called upper domination number of 𝐺 
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𝑣2(0.2,0.4) 𝑣6(0.2,0.8) 

(0.6,0.4)𝑣5 
𝑣3(0.3,0.7) 

(0.2,0.7) 

(0.6,0.4) 

(0.2,0.4) 

𝑣4(0.7,0.2) 

(0.2,0.7) (0.2,0.8) 

(0.3,0.7) 

𝑣1(0.5,0.4) 

(0.2,0.3) (0.2,0.3) 

and is denoted by 𝐷(𝐺). 

Definition 2.23. Let 𝐺 =  (𝑉, 𝐸) be an 𝐼𝐹𝐺. A set 𝑆 ⊆ 𝑉 is said to be a complementary nil domination set (or simply 

cnd-set) of an 𝐼𝐹𝐺 𝐺, if S is a dominating set and its complement 𝑉 − 𝑆 is not a dominating set. The minimum scalar 

cardinality over all cnd-set is called a complimentary nil domination number and is denoted by the symbol  𝛾𝑐𝑛𝑑(𝐺), 

the corresponding minimum cnd-set is denote by 𝛾𝑐𝑛𝑑-set. 

Definition 2.24. A dominating set 𝐷 of an intuitionistic fuzzy graph 𝐺 =  (𝑉, 𝐸) is a non- split dominating set, if the 

induced intuitionistic fuzzy sub graph 𝐺(𝑉 − 𝐷)  is connected. The non- split domination number 𝛾𝑛𝑠(𝐺)  of 

intuitionistic fuzzy graph 𝐺 is the minimum cardinality of all non-split domination set. 

Definition 2.25. A dominating set 𝐷 of a intuitionistic fuzzy graph 𝐺 = (𝑉, 𝐸) in a split dominating set if the induced 

fuzzy sub graph 𝐺(𝑉 − 𝐷) is disconnected. The minimum fuzzy cardinality of a split dominating set is called a split 

domination number and is denoted by  𝛾𝑠(𝐺). 

 

3. MAIN RESULTS: 

NOTATIONS: 𝑑(𝐺) - minimum domination number, 𝐷(𝐺)- maximum domination number,  𝛾𝑛𝑠(𝐺)- minimum non-

split domination number, 𝛤𝑛𝑠(𝐺)- maximum non-split domination number , 𝛾𝑠(𝐺)- minimum split domination number, 

𝛤𝑠(𝐺)- maximum split domination number, 𝛾𝑐𝑛𝑑(𝐺)- minimum complementary nil domination number, 𝛤𝑐𝑛𝑑(𝐺)- 

maximum complementary nil domination number     

 

Theorem 3.1. The edges incident with a vertex 𝑢 ∈ 𝑉(𝐺) in an 𝐼𝐹𝐺, 𝐺 = (𝑉, 𝐸) are not strong edges then 𝑢 must lie 

minimal dominating set. 

 Proof : Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺. Let 𝑢 ∈ 𝑉(𝐺) the edges incident with 𝑢 are not strong, then for any vertex 𝑣 ∈ 𝑉(𝐺) 

we cannot reach to 𝑢. Therefore 𝑢 is not dominated by any other vertices in 𝑉. By definition of minimal dominating set, 

the undominated vertex lie in the minimal dominating set. Therefore 𝑢 must lie in the minimal dominating set 

Example 3.1  

 

 

 

 

 

 

 

 

Figure 3.1 

 In the above figure 3.1 the strong edges are 𝑒23, 𝑒34, 𝑒46, 𝑒56. The minimal dominating sets are 𝐷1 =
{𝑣1, 𝑣3, 𝑣6} and 𝐷2 = {𝑣1, 𝑣2, 𝑣6}. The incident edges of 𝑣1 are not strong. Therefore 𝑣1 lie in minimal dominating set. 

 

Theorem 3.2. The edges of an 𝐼𝐹𝐺 are not strong then the dominating set is 𝑉 and it is unique. 

Proof : Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺. Suppose that all the edges are not strong then by     theorem 3.1, for every 𝑢 ∈ 𝑉 

there is no dominated vertex 𝑣 ∈ 𝑉. Therefore all the vertices of 𝐺 lie in the dominating set. Hence the dominating set 

is 𝑉 . Suppose 𝐺 has two dominating set 𝑉1and 𝑉2. We find that either number of vertices of 𝑉1is greater than number 

of vertices of 𝑉2 or number of vertices of 𝑉2is greater than number of vertices of 𝑉1. Which is not possible because either 

𝑉1or 𝑉2 contains all the vertices of 𝐺. Therefore 𝑉1 = 𝑉2. Hence the dominating set is unique. 

Corollary 3.3. The edges of an 𝐼𝐹𝐺 are not strong then 𝑑(𝐺) = 𝐷(𝐺) = 𝑂(𝐺).  

Proof: Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺. The edges of 𝐺 are not strong then by theorem 3.2 the only dominating set is 𝑉. By 

the definition of  domination number 𝑑(𝐺) = 𝐷(𝐺) = |𝑉|--------(1) 

 We know that |𝑉| = 𝑂(𝐺)------------(2). 

Combining these two equations 𝑑(𝐺) = 𝐷(𝐺) = 𝑂(𝐺).     

 

Theorem 3.4. In any 𝐼𝐹𝐺, 𝐺 = (𝑉, 𝐸), the non-split domination and split domination are avoid one another. 

Proof :Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 and 𝐷 be the minimal dominating set of 𝐺. Then we find that induced 𝐼𝐹𝐺, 𝐺[𝑉 −
𝐷] is either connected or disconnected. Suppose 𝐺[𝑉 − 𝐷] is connected then by definition of non-split dominating set, 

𝐺 is non-split domination. Otherwise 𝐺[𝑉 − 𝐷] is disconnected then by definition of split dominating set, 𝐺 is split 
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𝑣4(0.7,0.2)                                                              𝑣3(0.4,0.5)                                                              
𝑣2(0.1,0.6)                                                              

𝑣1(0.4,0.8)                                                              

𝑣2(0.7,0.1) (0.6,0.3)𝑣1 

𝑣4(0.3,0.7) 

(0.2,0.5) (0.2,0.5) 

(0.1,0.8) 

(0.6,0.3) 

𝑣5(0.1,0.9) 

 

(0.4,0.6)𝑣6 

(0.2,0.7) 

(0.2,0.7) 𝑣3(0.2,0.8) 

(0.1,0.8) 
(0.4,0.6) 

(0.2,0.8) 

domination. Therefore either one of the case is occur in 𝐺. Hence non-split domination and split domination are avoid 

one another. 

 

Corollary 3.5. The edges of an 𝐼𝐹𝐺 are not strong then there exists neither non-split domination nor split domination. 

Proof : Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 and let 𝐷 is the minimal dominating set of G. Since the edges are not strong then by 

theorem 3.2 the only dominating set is 𝑉(that is 𝐷 = 𝑉). By the definition of non-split and split domination 𝑉 − 𝐷 is an 

empty set. Therefore 𝐺 is neither non-split domination nor split domination. 

Example 3.2. 

                                                

   

                              

                       

       

                                     

    

 

     Figure 3.2  

 In the above figure 3.2 the strong edges are 𝑒12, 𝑒13, 𝑒14. Let 𝐷 = {𝑣1} then                          𝑉 − 𝐷={𝑣2, 𝑣3, 𝑣4}. 

The induced 𝐼𝐹𝐺, 𝐺[𝑉 − 𝐷] is connected.  

 

Example 3.3. 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 

 In the above figure 3.3 the strong edges are 𝑒13, 𝑒23, 𝑒34, 𝑒35, 𝑒36, 𝑒37. Let 𝐷 = {𝑣3}.          Then 𝑉 −
𝐷={𝑣2, 𝑣3, 𝑣4, 𝑣5, 𝑣6, 𝑣7}. The induced 𝐼𝐹𝐺, 𝐺[𝑉 − 𝐷] is disconnected. 

Therorem 3.6. In any 𝐼𝐹𝐺 𝐺 = (𝑉, 𝐸) , if there exists only one minimal dominating set then any one of the following 

condition holds 

 (i) 𝑑(𝐺) = 𝐷(𝐺) =  𝛾𝑛𝑠(𝐺) =  𝛤𝑛𝑠(𝐺) (or) 

            (ii) 𝑑(𝐺) = 𝐷(𝐺) =  𝛾𝑠(𝐺) =  𝛤𝑠(𝐺) 

Proof :Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 and let 𝐷 be the only one minimal dominating set of 𝐺. 
Case(i): 𝐺[𝑉 − 𝐷] is connected 

 Since 𝐷 is the only one dominating set then by definition of domination number            𝑑(𝐺) = 𝐷(𝐺) = |𝐷|. 
We find an induced 𝐼𝐹𝐺 𝐺[𝑉 − 𝐷] is connected then by definition of non-split domination number 𝛾𝑛𝑠(𝐺) =  𝛤𝑛𝑠(𝐺) =
|𝐷|. Therefore 𝑑(𝐺) = 𝐷(𝐺) =  𝛾𝑛𝑠(𝐺) =  𝛤𝑛𝑠(𝐺) 

Case(ii): (𝑉 − 𝐷) is disconnected 

 Since 𝐷 is the only one dominating set then by definition of domination number             𝑑(𝐺) = 𝐷(𝐺) = |𝐷|. 
We find an induced 𝐼𝐹𝐺 𝐺[𝑉 − 𝐷] is disconnected then by definition of split domination number 𝛾𝑠(𝐺) =  𝛤𝑠(𝐺) = |𝐷|. 
Therefore 𝑑(𝐺) = 𝐷(𝐺) =  𝛾𝑠(𝐺) =  𝛤𝑠(𝐺) 

Example 3.4.In the above figure 3.2.  the strong edges are 𝑒12, 𝑒13, 𝑒14. Let 𝐷 = {𝑣1}. Then           𝑉 − 𝐷={𝑣2, 𝑣3, 𝑣4}. 

The induced 𝐼𝐹𝐺, 𝐺[𝑉 − 𝐷] is connected. Therefore                                   𝑑(𝐺) = 𝐷(𝐺) =  𝛾𝑛𝑠(𝐺) =  𝛤𝑛𝑠(𝐺) = 0.3. In 

the above figure 3.3 the strong edges are 𝑒13, 𝑒23, 𝑒34, 𝑒35, 𝑒36, 𝑒37. Let 𝐷 = {𝑣3}. Then 𝑉 − 𝐷={𝑣2, 𝑣3, 𝑣4, 𝑣5, 𝑣6, 𝑣7}. 

The induced   𝐼𝐹𝐺, 𝐺[𝑉 − 𝐷] is disconnected. Therefore 𝑑(𝐺) = 𝐷(𝐺) =  𝛾𝑠(𝐺) =  𝛤𝑠(𝐺) = 0.2 

Theorem 3.7. 

,

If more than one minimal dominating exists of an IFG G=(V,E)

)

then the following conditions holds
 

 (i) 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺)     (or) 

            (ii) 𝑑(𝐺) =  𝛾𝑠(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑠(𝐺) 

(0.2,0.7)                                                              

(0.2,0.7)                                                              
(0.1,0.7)                                                              

(0.4,0.5)                                                              
(0.1,0.5)                                                              

(0.5,0.7)𝑣7 
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𝑣4(0.9,0.1)                                                              𝑣3(0.7,0.2)                                                              

𝑣1(0.3,0.4)                                                              

(0.4,0.4) 𝑣5                                                              𝑣2(0.5,0.4)                                                              

Proof:  

Case(i): 𝐺(𝑉 − 𝐷) is connected 

 Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 . If 𝐺 has more than one minimal dominating set and let it be denoted as 𝐷𝑖(𝑖 =
1,2, … 𝑛). We find that 𝑑(𝐺) = min{𝐷𝑖(𝑖 = 1,2, … 𝑛)}. Since       𝐺[𝑉 − 𝐷] is connected then by definition of non-split 

domination numb 𝛾𝑛𝑠(𝐺) = min{𝐷𝑖(𝑖 = 1,2, … 𝑛)}.Therefore 𝑑(𝐺) = 𝛾𝑛𝑠(𝐺) = min{𝐷𝑖(𝑖 = 1,2, … 𝑛)}.  Similarly we 

find that                 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺) = max {𝐷𝑖(𝑖 = 1,2, … 𝑛) Therefore 𝑑(𝐺) = 𝛾𝑛𝑠(𝐺) = min{𝐷𝑖(𝑖 =
1,2, … 𝑛)} ≤ max{𝐷𝑖(𝑖 = 1,2, … 𝑛)} = 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺).                                    

Case(ii): 𝐺(𝑉 − 𝐷) is disconnected 

 Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 . If 𝐺 has more than one minimal dominating set and let it be denoted as 𝐷𝑖(𝑖 =
1,2, … 𝑛). We find that 𝑑(𝐺) = min{𝐷𝑖(𝑖 = 1,2, … 𝑛)}. Since       𝐺[𝑉 − 𝐷] is disconnected then by definition of split 

domination number                                                         𝛾𝑠(𝐺) = min{𝐷𝑖(𝑖 = 1,2, … 𝑛)}. Therefore𝑑(𝐺) = 𝛾𝑠(𝐺) =
min{𝐷𝑖(𝑖 = 1,2, … 𝑛)}. Similarly we find that                  𝐷(𝐺) =  𝛤𝑠(𝐺) = max {𝐷𝑖(𝑖 = 1,2, … 𝑛). Therefore                                             

𝑑(𝐺) = 𝛾𝑛𝑠(𝐺) = min{𝐷𝑖(𝑖 = 1,2, … 𝑛)} ≤ max{𝐷𝑖(𝑖 = 1,2, … 𝑛)} = 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺).                                    

Example 3.6. 

  

 

 

                                                

   

                              

                          

    

                                     

    

                                              Figure5.4 

In figure 5.4 the strong edges are 𝑒12, 𝑒23, 𝑒45, 𝑒25, 𝑒15. Here 𝐷1 = {𝑣2, 𝑣4}, 𝐷2 = {𝑣3, 𝑣5},            𝐷3 = {𝑣2, 𝑣5}. 𝑉 −
𝐷1={𝑣1, 𝑣3, 𝑣5} , 𝑉 − 𝐷2={𝑣1, 𝑣2, 𝑣4} and 𝑉 − 𝐷3={𝑣1, 𝑣3, 𝑣4}are disconnected.  𝑑(𝐺) =  𝛾𝑠(𝐺) =1.05 and 𝐷(𝐺) =
 𝛤𝑠(𝐺) = 1.35.Therefore 𝑑(𝐺) =  𝛾𝑠(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑠(𝐺) 

Theorem 3.8 :For any IFG G=(V,E),  if the minimal complementary nil dominating set is similar to the minimal 

dominating set then the following conditions holds
 

 (i) 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺)     (or) 

              (ii) 𝑑(𝐺) =  𝛾𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺)      

Proof:  

Case(i): 𝐺[𝑉 − 𝐷] is connected 

 Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 and let 𝐷 is the minimal dominating set. Since 𝐷 is the minimal complementary nil 

dominating set then we find that the induced 𝐼𝐹𝐺, 𝐺(𝑉 − 𝐷) is connected. By definition 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) =
|𝐷|.  Similarly we prove that 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺) =  𝛤𝑐𝑛𝑑(𝐺 . Since more than one minimal dominating set exists by 

theorem(3.7) 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺)      

Case(ii): 𝐺(𝑉 − 𝐷) is disconnected 

 Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺 and let 𝐷 is the minimal dominating set. Since 𝐷 is the minimal complementary nil 

dominating set then we find that the induced 𝐼𝐹𝐺, 𝐺(𝑉 − 𝐷) is connecte. By definition 𝑑(𝐺) =  𝛾𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺). 
Similarly we prove that                  𝐷(𝐺) =  𝛤𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺. Since more than one minimal dominating set exists by 

theorem(3.7) 𝑑(𝐺) =  𝛾𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺).          
Example 3.6.: Consider the figure 5.1 the strong edges are 𝑒23, 𝑒34, 𝑒46, 𝑒56. The minimal dominating sets are 𝐷1 =
{𝑣1, 𝑣3, 𝑣6} and 𝐷2 = {𝑣1, 𝑣2, 𝑣6}. 

𝑑(𝐺) =  𝛾𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) = 1.05 and 𝐷(𝐺) =  𝛤𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺) = 1.15. 
Therefore 𝑑(𝐺) =  𝛾𝑠(𝐺) =  𝛾𝑐𝑛𝑑(𝐺) ≤ 𝐷(𝐺) =  𝛤𝑠(𝐺)= 𝛤𝑐𝑛𝑑(𝐺) 

Theorem 3.9: For any IFG G=(V,E),  the complementary nil dominating set is different  from dominating set then the 

following condition holds
 

 (i) 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺)  ≤ 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺) ≤ 𝛾𝑐𝑛𝑑(𝐺) ≤  𝛤𝑐𝑛𝑑(𝐺)     (or) 

           (ii) 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺)  ≤ 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺) ≤ 𝛾𝑐𝑛𝑑(𝐺) ≤  𝛤𝑐𝑛𝑑(𝐺)    

Proof: Case(i): 𝐺(𝑉 − 𝐷) is connected 

(0.4,0.4)                                                              

(0.3,0.4)                                                              

(0.5,0.4)                                                              

(0.3,0.4)                                                              

(0.7,0.2)                                                              

(0.4,0.4)                                                              
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 Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺and let 𝐷 is the minimal dominating set of 𝐺. By theorem(3.7) 𝑑(𝐺) =  𝛾𝑛𝑠(𝐺) ≤
𝐷(𝐺) =  𝛤𝑛𝑠(𝐺).Since minimal complementary nil dominating set is different from minimal dominating set then by 

definition minimum domination number is less than or equal to minimum complementary nil domination number and 

again this is less than or equal to maximum complementary nil domination number. therefore  

𝑑(𝐺) =  𝛾𝑛𝑠(𝐺)  ≤ 𝐷(𝐺) =  𝛤𝑛𝑠(𝐺) ≤ 𝛾𝑐𝑛𝑑(𝐺) ≤  𝛤𝑐𝑛𝑑(𝐺) 

Case(ii): 𝐺(𝑉 − 𝐷) is disconnected 

 Let 𝐺 = (𝑉, 𝐸) be an 𝐼𝐹𝐺. 𝐷 is the minimal dominating set. By theorem(3.8)                𝑑(𝐺) =  𝛾𝑠(𝐺) ≤ 𝐷(𝐺) =
 𝛤𝑠(𝐺)Since minimal complementary nil dominating set is different as minimal dominating set then by definition 

minimum domination number is less than or equal to minimum complementary nil domination number and again this 

is less than or equal to maximum complementary nil domination number. Therefore 𝑑(𝐺) =  𝛾𝑠(𝐺)  ≤ 𝐷(𝐺) =
 𝛤𝑠(𝐺) ≤ 𝛾𝑐𝑛𝑑(𝐺) ≤  𝛤𝑐𝑛𝑑(𝐺) 

Example 3.6.: In figure 3.4 the strong edges are 𝑒12, 𝑒23, 𝑒45, 𝑒25, 𝑒15.  Here 𝐷1 = {𝑣2, 𝑣4} , 𝐷2 = {𝑣3, 𝑣5} , 𝐷3 =
{𝑣2, 𝑣5}. 𝑉 − 𝐷1={𝑣1, 𝑣3, 𝑣5} , 𝑉 − 𝐷2={𝑣1, 𝑣2, 𝑣4} and  𝑉 − 𝐷3={𝑣1, 𝑣3, 𝑣4}are disconnected.  𝑑(𝐺) =  𝛾𝑠(𝐺) =1.05 

and 𝐷(𝐺) =  𝛤𝑠(𝐺) = 1.35. The minimal complementary nil dominating sets are 𝑆1 = {𝑣1, 𝑣2, 𝑣3}, 𝑆2 = {𝑣2, 𝑣3, 𝑣4}, 

𝑆3 = {𝑣3, 𝑣4, 𝑣5} , 𝑆4 = {𝑣1, 𝑣4, 𝑣5} , 𝑆5 = {𝑣2, 𝑣4, 𝑣5} , 𝑆6 = {𝑣1, 𝑣3, 𝑣5} ,and  𝑆7 = {𝑣1, 𝑣2, 𝑣5} . 𝛾𝑐𝑛𝑑(𝐺) = 1.5 and 

𝛤𝑐𝑛𝑑(𝐺) = 2.2. Therefore               𝑑(𝐺) =  𝛾𝑠(𝐺)  ≤ 𝐷(𝐺) =  𝛤𝑠(𝐺) ≤ 𝛾𝑐𝑛𝑑(𝐺) ≤  𝛤𝑐𝑛𝑑(𝐺) 

 

4. CONCLUSION:  
Some relationship among the domination parameter in intuitionistic fuzzy graph is introduced.  Some properties 

of dominating set, split and non-split domination in 𝐼𝐹𝐺 are discussed. 
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