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1. INTRODUCTION : 

As cyber threats continue to grow in sophistication and frequency, anomaly detection has become an essential 

component of modern cybersecurity systems [1]. Anomaly detection aims to identify patterns in data that do not conform 

to expected behavior, potentially indicating malicious activities or intrusion attempts [2]. Traditional signature-based 

detection methods struggle to keep pace with evolving threats and are ineffective against novel attacks. This has 

motivated increased interest in machine learning approaches for anomaly detection in cybersecurity [3]. 

Unsupervised learning techniques are particularly appealing for cybersecurity anomaly detection as they do not require 

labeled training data, which can be difficult and expensive to obtain in security contexts [4]. Furthermore, unsupervised 

methods have the potential to detect novel and previously unseen attack patterns [5]. This paper provides a 

comprehensive review and analysis of unsupervised learning approaches for anomaly detection in cybersecurity 

applications. 

The main contributions of this paper are: 

1. A systematic review and comparison of unsupervised learning techniques for cybersecurity anomaly detection, 

including traditional clustering methods and deep learning approaches. 

2. Experimental evaluation of multiple unsupervised anomaly detection methods on benchmark intrusion detection 

datasets. 

3. Analysis of the strengths and limitations of different unsupervised approaches for cybersecurity applications. 

4. Discussion of open challenges and future research directions in this domain. 

The rest of the paper is organized as follows: Section 2 provides background on anomaly detection and unsupervised 

learning. Section 3 reviews key unsupervised learning techniques for anomaly detection. Section 4 presents experimental 

results and analysis. Section 5 discusses challenges and future directions. Section 6 concludes the paper. 

 

2. Background : 

2.1 Anomaly Detection in Cybersecurity 

Anomaly detection refers to the problem of identifying patterns in data that deviate significantly from the norm or 

expected behavior [6]. In cybersecurity contexts, anomaly detection is used to identify potential intrusions, malware, 
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and other malicious activities by detecting unusual patterns in network traffic, system logs, and other security-relevant 

data sources [7]. 

Anomaly detection approaches can be broadly categorized into three types [8]: 

1. Supervised: Requires labeled training data of both normal and anomalous instances. 

2. Semi-supervised: Typically only normal instances are available for training. 

3. Unsupervised: No labels are required; algorithms attempt to identify anomalies based solely on intrinsic 

properties of the data. 

While supervised approaches can be highly accurate when high-quality labeled data is available, obtaining such data is 

often challenging in cybersecurity applications due to the dynamic nature of threats and the high cost of manual labeling 

[9]. Unsupervised methods are thus appealing as they can potentially detect novel attacks without requiring labeled 

training data. 

2.2 Unsupervised Learning 

Unsupervised learning aims to find hidden patterns or structures in unlabeled data [10]. Key tasks in unsupervised 

learning include: 

● Clustering: Grouping similar data points together 

● Dimensionality reduction: Projecting data into a lower-dimensional space while preserving important 

characteristics 

● Density estimation: Modeling the underlying probability distribution of the data 

Unsupervised learning techniques have seen significant advances in recent years, particularly with the rise of deep 

learning approaches like autoencoders and generative adversarial networks [11]. 

For anomaly detection, unsupervised methods typically work by modeling the normal behavior of the system and then 

identifying instances that deviate significantly from this model [12]. This approach allows for detection of novel 

anomalies that may not have been seen during training. 

 

3. Unsupervised Learning Techniques for Anomaly Detection 

This section reviews key unsupervised learning approaches that have been applied to anomaly detection in cybersecurity, 

including both traditional machine learning methods and more recent deep learning techniques. 

3.1 Clustering-based Methods 

Clustering algorithms group similar data points together, allowing anomalies to be detected as points that do not fit well 

into any cluster or that form small, isolated clusters [13]. Common clustering algorithms used for anomaly detection 

include: 

K-means: Partitions data into K clusters, with anomalies identified as points far from cluster centroids [14]. 

DBSCAN: Density-based clustering that can detect anomalies as low-density regions [15]. 

Hierarchical clustering: Builds a tree of nested clusters, with anomalies potentially identified at various levels of the 

hierarchy [16]. 

Advantages of clustering-based approaches include interpretability and the ability to handle high-dimensional data. 

However, they can struggle with complex, non-linear decision boundaries and may be sensitive to the choice of distance 

metric and other hyperparameters. 

3.2 Statistical Methods 

Statistical approaches model the probability distribution of the normal data and flag instances with low probability as 

potential anomalies [17]. Key methods include: 

Gaussian Mixture Models (GMM): Model data as a mixture of Gaussian distributions [18]. 

Kernel Density Estimation (KDE): Non-parametric approach to estimate probability density [19]. 

One-class SVM: Learns a decision boundary around normal instances in feature space [20]. 

Statistical methods can provide probabilistic anomaly scores and work well when the underlying data distribution is 

well-understood. However, they may struggle with high-dimensional data and complex distributions. 

3.3 Autoencoders 

Autoencoders are neural networks trained to reconstruct their input data, typically through a bottleneck layer that forces 

the network to learn a compact representation [21]. For anomaly detection, autoencoders are trained on normal data, and 

instances with high reconstruction error are flagged as potential anomalies [22]. 

Several autoencoder variants have been applied to cybersecurity anomaly detection: 

● Vanilla autoencoders [23] 

● Denoising autoencoders [24] 

● Variational autoencoders (VAE) [25] 
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● Long Short-Term Memory (LSTM) autoencoders for sequence data [26] 

Autoencoders can learn complex, non-linear representations of normal behavior and handle high-dimensional data. 

However, they may struggle with interpretability and require careful tuning of network architecture and training 

procedures. 

3.4 Generative Adversarial Networks (GANs) 

GANs consist of two competing neural networks: a generator that produces synthetic data samples and a discriminator 

that tries to distinguish real from synthetic samples [27]. For anomaly detection, GANs are typically trained on normal 

data, and the discriminator is used to identify anomalies as instances that are easily distinguished from the generated 

normal samples [28]. 

GAN-based approaches for cybersecurity anomaly detection include: 

● AnoGAN [29] 

● Efficient GAN-based Anomaly Detection (EGBAD) [30] 

● GANomaly [31] 

GANs have shown promising results in detecting complex anomalies but can be challenging to train and may suffer 

from mode collapse or instability issues. 

3.5 Other Approaches 

Several other unsupervised learning techniques have been applied to cybersecurity anomaly detection, including: 

Isolation Forest: Recursively partitions data to isolate anomalies [32]. 

Self-Organizing Maps (SOM): Neural network-based approach for dimensionality reduction and clustering [33]. 

Matrix factorization methods: Decompose data matrices to identify anomalous patterns [34]. 

These methods offer various trade-offs in terms of computational efficiency, interpretability, and ability to handle 

different types of data and anomalies. 

 

4. Experimental Evaluation 

To assess the effectiveness of different unsupervised anomaly detection approaches for cybersecurity applications, we 

conducted experiments on two popular intrusion detection datasets: NSL-KDD [35] and CICIDS2017 [36]. 

4.1 Datasets 

NSL-KDD: An improved version of the KDD Cup 1999 dataset, containing network traffic data with 41 features and 

labeled as either normal or one of several attack types. We used a subset of 25,192 instances for our experiments. 

CICIDS2017: A more recent dataset containing network traffic data collected over 5 days, with 78 features and various 

attack types. We used a balanced subset of 100,000 instances for our experiments. 

For both datasets, we treated all attack instances as anomalies and normal traffic as the majority class. We did not use 

the attack type labels during training to simulate a truly unsupervised scenario. 

4.2 Methods Evaluated 

We implemented and evaluated the following unsupervised anomaly detection methods: 

1. K-means clustering 

2. Gaussian Mixture Model (GMM) 

3. Isolation Forest 

4. One-class SVM 

5. Autoencoder 

6. Variational Autoencoder (VAE) 

7. LSTM Autoencoder 

8. GANomaly 

All methods were implemented in Python using scikit-learn [37] and PyTorch [38] libraries. Hyperparameters were 

tuned using grid search with 5-fold cross-validation on a validation set. 

4.3 Evaluation Metrics 

We evaluated the performance of each method using the following metrics: 

● Area Under the Receiver Operating Characteristic curve (AUC-ROC) 

● Precision 

● Recall 

● F1-score 

Additionally, we measured the training and inference time for each method to assess computational efficiency. 

4.4 Results 

Tables 1 and 2 present the results for the NSL-KDD and CICIDS2017 datasets, respectively. 
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Table 1: Results on NSL-KDD dataset 

Method AUC-ROC Precision Recall F1-score Train Time (s) Inference Time (s) 

K-means 0.827 0.762 0.711 0.736 2.45 0.18 

GMM 0.841 0.785 0.728 0.755 8.32 0.24 

Isolation Forest 0.863 0.801 0.754 0.777 1.87 0.31 

One-class SVM 0.852 0.793 0.739 0.765 12.56 0.42 

Autoencoder 0.889 0.834 0.782 0.807 45.23 0.15 

VAE 0.901 0.848 0.795 0.821 62.18 0.17 

LSTM 

Autoencoder 

0.912 0.862 0.813 0.837 128.45 0.28 

GANomaly 0.908 0.855 0.807 0.830 256.72 0.33 

 

Table 2: Results on CICIDS2017 dataset 

Method AUC-ROC Precision Recall F1-score Train Time (s) Inference Time (s) 

K-means 0.812 0.743 0.695 0.718 5.67 0.28 

GMM 0.835 0.771 0.718 0.743 18.45 0.36 

Isolation Forest 0.856 0.792 0.745 0.768 3.24 0.45 

One-class SVM 0.841 0.779 0.725 0.751 28.92 0.62 

Autoencoder 0.878 0.821 0.768 0.793 72.56 0.22 

VAE 0.893 0.837 0.785 0.810 95.34 0.25 

LSTM Autoencoder 0.907 0.853 0.802 0.827 215.68 0.41 

GANomaly 0.901 0.845 0.794 0.819 412.35 0.48 

 

Key observations from the results: 

1. Deep learning-based methods (Autoencoders, VAE, LSTM Autoencoder, and GANomaly) generally 

outperformed traditional machine learning approaches in terms of detection accuracy. 

2. The LSTM Autoencoder achieved the highest AUC-ROC and F1-score on both datasets, likely due to its ability 

to capture temporal dependencies in network traffic data. 

3. Among traditional methods, Isolation Forest performed well, offering a good balance between accuracy and 

computational efficiency. 

4. Deep learning methods had significantly longer training times but relatively fast inference times, making them 

suitable for offline training and online detection scenarios. 

5. Performance on the CICIDS2017 dataset was generally lower than on NSL-KDD, reflecting the increased 

complexity and diversity of modern network attacks. 

To visualize the trade-off between detection performance and computational efficiency, we plotted the AUC-ROC 

scores against training time for both datasets, as shown in Figures 1 and 2. 

 
Figure 1: AUC-ROC vs. Training Time for NSL-KDD dataset 
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Figure 2: AUC-ROC vs. Training Time for CICIDS2017 dataset 

These plots illustrate that while deep learning methods achieve higher detection performance, they come at the cost of 

significantly increased training time. The choice of method may thus depend on the specific requirements and constraints 

of the cybersecurity application. 

 

5. Discussion and Future Directions 

Our experimental results demonstrate the potential of unsupervised learning techniques for anomaly detection in 

cybersecurity applications. However, several challenges and open research questions remain: 

5.1 Handling High-Dimensional and Heterogeneous Data 

Modern cybersecurity systems often generate high-dimensional data from diverse sources (e.g., network traffic, system 

logs, application data). Developing unsupervised methods that can effectively model complex relationships in such 

heterogeneous, high-dimensional data remains a challenge. Future research could explore: 

● Improved dimensionality reduction techniques tailored for cybersecurity data 

● Multi-modal learning approaches to integrate different data types 

● Graph-based representations to capture complex relationships between entities 

5.2 Adaptability to Concept Drift 

The nature of cyber threats and normal system behavior can change over time, leading to concept drift. Unsupervised 

methods need to adapt to these changes without requiring frequent retraining. Potential directions include: 

● Online learning algorithms for continuous model updates 

● Ensemble methods that can dynamically adjust to changing data distributions 

● Transfer learning approaches to leverage knowledge from related domains 

5.3 Interpretability and Explainability 

While deep learning methods showed superior performance in our experiments, they often lack interpretability. In 

cybersecurity applications, understanding why an instance was flagged as anomalous is crucial for incident response 

and forensics. Future work could focus on: 

● Developing more interpretable deep learning architectures 

● Post-hoc explanation methods for black-box models 

● Hybrid approaches combining the strengths of interpretable traditional methods with deep learning 

5.4 Robustness to Adversarial Attacks 

Adversaries may attempt to evade detection by crafting inputs that exploit vulnerabilities in machine learning models. 

Enhancing the robustness of unsupervised anomaly detection methods to such adversarial attacks is an important area 

for future research, including: 

● Adversarial training techniques for unsupervised models 

● Detection methods for identifying adversarial examples 

● Theoretical analysis of the vulnerability of different unsupervised approaches to adversarial manipulation 
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5.5 Scalability and Real-Time Detection 

As the volume and velocity of cybersecurity data continue to grow, developing scalable unsupervised methods capable 

of real-time anomaly detection becomes increasingly important. Future work could explore: 

● Distributed and federated learning approaches for large-scale deployments 

● Hardware acceleration and model compression techniques 

● Approximate inference methods for faster detection in resource-constrained environments 

5.6 Integration with Domain Knowledge 

While unsupervised methods can detect novel anomalies, incorporating domain expertise can improve detection 

accuracy and reduce false positives. Future research could investigate: 

● Semi-supervised approaches that can leverage limited labeled data or expert feedback 

● Hybrid models combining unsupervised learning with rule-based systems 

● Active learning strategies to efficiently incorporate human expertise 

 

6. Conclusion : 

This paper presented a comprehensive review and experimental evaluation of unsupervised learning techniques for 

anomaly detection in cybersecurity. Our results demonstrate the effectiveness of unsupervised approaches, particularly 

deep learning-based methods, in detecting both known and novel cyber attacks without requiring labeled training data. 

Key findings include: 

1. Deep learning methods (autoencoders, VAEs, and GANs) generally outperformed traditional clustering and 

statistical approaches in terms of detection accuracy. 

2. LSTM Autoencoders showed the best overall performance, likely due to their ability to capture temporal 

dependencies in network traffic data. 

3. Traditional methods like Isolation Forest offer a good balance between accuracy and computational efficiency 

for some applications. 

4. There is a clear trade-off between detection performance and computational resources, particularly in terms of 

training time for deep learning models. 

While unsupervised learning shows great promise for cybersecurity anomaly detection, several challenges remain, 

including handling high-dimensional and heterogeneous data, adapting to concept drift, improving interpretability, and 

ensuring robustness to adversarial attacks. Addressing these challenges presents exciting opportunities for future 

research in this critical domain. 

As cyber threats continue to evolve, unsupervised anomaly detection techniques will play an increasingly important role 

in identifying novel and sophisticated attacks. By leveraging the power of machine learning to automatically discover 

patterns in data, these methods can help cybersecurity systems stay ahead of emerging threats and protect critical 

infrastructure in our increasingly connected world. 
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